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Before we start… 
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Teaser 
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Intro 

 Fine art, painting 

 Human skill to create unique visual experiences through composing 

a complex interplay between the content and style of an image 
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Inspiration 

 

 Algorithm basis of this process is unknown (so far) 

 Inspiration: object detection and face recognition – biologically 
inspired vision models DNN 

 Artificial system based on a Deep Neural Network that creates 

artistic images of high perceptual quality 

 System use neural representations to separate and recombine: 

 Content  

 Style of the image 
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CNN 

 Convolutional Neural Network - the class 

of Deep Neural Networks that are most 

powerful in image processing tasks 

 Consist of layers of small computational 

units (neuron) 

 Process visual information hierarchically in 

a feed-forward manner 

 Representation of the image that makes 

object information increasingly explicit 

along the processing hierarchy 

 (Gatys, L. A., Ecker, A. S. & Bethge, M. Texture synthesis and the 

 controlled generation of natural stimuli using convolutional neural 

 networks) 
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CNN 

 

 Higher layers in the network: 

 capture the high-level content in terms of objects and their arrangement in 
the input image 

 do not constrain the exact pixel values 

 feature responses in higher layers = content representation 

 How to catch a style of an input image? 

 Use a feature space originally designed to capture texture information 

 This feature space is build on top of the filter responses in each layer 

 Consists of the correlations between the different filter responses over the 
spatial extent of the feature maps 

 Including the feature correlations of multiple layers – capture inputs 
texture information but not the global arrangements 
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CNN 

 

 Reconstructions from the style features produce texturised versions 

of the input image that capture its general appearance in terms of 

colour and localised structures 

 The size and complexity of local image structures from the input 

image increases along the hierarchy 

 Increasing receptive field sizes and feature complexity 

 We refer to this multi-scale representation as style representation 
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Previous work in this area 



Key finding of this paper 

 The representations of content and style in the CNN are separable 

 We can manipulate both representations independently 
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Methods 

 Base network: VGG19 Network 

 Feature space consists of 19 layers of 

VGG network: 

 16 convolutional layer 

 5 pooling layer 

 Don’t use any of the fully connected 

layers 

 max-pooling/average pooling 
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Methods 

 Input image 𝑥  is encoded in each layer of the CNN by the filter 

responses to that image 

 A layer with 𝑁𝑙 distinct filters has 𝑁𝑙 feature maps each of size 𝑀𝑙 

 The responses in a layer 𝑙 can be stored in a matrix 𝐹𝑙  ∈  𝑅𝑁𝑙×𝑀𝑙 

 𝐹𝑖𝑗
𝑙 is the activation of the 𝑖𝑡ℎ filter at position 𝑗 in layer 𝑙 

 To visualise the image information that is encoded at different layers 

of the hierarchy - perform gradient descent on a white noise image 

to find another image that matches the feature responses of the 

original image 
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Methods 

 𝑝  original image (𝑃𝑙appropriate feature representation in layer 𝑙) 

 𝑥  generated image (𝐹𝑙appropriate feature representation in layer 𝑙) 

 The squared-error loss between the two feature representations: 

𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡 𝑝 , 𝑥 , 𝑙 =
1

2
 (𝐹𝑖𝑗

𝑙 − 𝑃𝑖𝑗
𝑙)2

𝑖,𝑗

 

 The derivative of this loss with respect to the activations in layer 𝑙: 

𝛿𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡(𝑝 , 𝑥 , 𝑙)

𝛿𝐹𝑖𝑗
𝑙 =  

𝐹𝑖𝑗
𝑙 − 𝑃𝑖𝑗

𝑙 , 𝐹𝑖𝑗
𝑙 > 0

0                , 𝐹𝑖𝑗
𝑙 < 0

 

 From which the gradient with respect to the image 𝑥  can be 

computed using standard error back-propagation 

 We can change, initially random image 𝑥  until it generates the 
same response in a certain layer of the CNN as the original image 𝑝  

16/43 



Methods 
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Methods 

 Style representation:  

 On top of the CNN responses in each layer of the network 

 Computers the correlations between the different filter responses   

 (the expectation is taken over the spatial extend of the input image) 

 Feature correlations is Gram matrix 𝐺𝑙 ∈ 𝑅𝑁𝑙×𝑁𝑙: 

𝐺𝑖𝑗
𝑙 =   𝐹𝑖𝑘

𝑙𝐹𝑗𝑘
𝑙

𝑘

 

Inner product between the vectorised feature map i and j in layer l 

 Similar idea: use gradient descent from a white noise image to find 
another image that matches the style representation of the original 

image 
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Methods 

 Minimising the mean-squared distance between the Gram matrix 
from the original image and the Gram matrix of the image to be 
generated 

 𝑎  the original image (𝐴𝑙 style representation in layer 𝑙) 

 𝑥  image that is generated(𝐺𝑙 style representation in layer 𝑙) 

 Loss is: 

𝐿𝑠𝑡𝑦𝑙𝑒 𝑎 , 𝑥 =  𝑤𝑙𝐸𝑙

𝑙

 

𝐸𝑙 =
1

4𝑁𝑙
2𝑀𝑙

2  (𝐺𝑖𝑗
𝑙 − 𝐴𝑖𝑗

𝑙)2

𝑖,𝑗

 

𝑤𝑙 weights 
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Methods 

 

 The derivative of this loss with respect to the activations in layer 𝑙 
𝛿𝐿𝑠𝑡𝑦𝑙𝑒(𝑎 , 𝑥 )

𝛿𝐹𝑖𝑗
𝑙 =? 

 Linearity of derivation 

𝛿𝐸𝑙

𝛿𝐹𝑖𝑗
𝑙 =  

1

𝑁𝑙
2𝑀𝑙

2 ( 𝐹𝑙 𝑇
𝐺𝑙 − 𝐴𝑙 )𝑗𝑖 , 𝐹𝑖𝑗

𝑙 > 0

0                                                 , 𝐹𝑖𝑗
𝑙 < 0

 

 The gradients of El with respect to the activations in lower layers of 

the network can be readily computed using standard error back-

propagation 
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Methods 
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Methods 

 Mix the content of a photograph with the style of a painting 

 Jointly minimise the distance of a white noise image from: 

 the content representation of the photograph in one layer of the 

network 

 the style representation of the painting in a number of layers of the CNN 

 𝑝  photograph 

 𝑎  artwork 
𝐿𝑡𝑜𝑡𝑎𝑙 𝑝 , 𝑎 , 𝑥 = 𝛼𝐿𝑐𝑜𝑛𝑡𝑒𝑛𝑡 𝑝 , 𝑥 + 𝛽𝐿𝑠𝑡𝑦𝑙𝑒(𝑎 , 𝑥 ) 
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Wassily Kandinsky, Composition VII 
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New approach 

 Gatys use per-pixel loss to train CNN 

 does not capture perceptual differences between output and ground-
truth images 

 Johnson introduce perceptual loss function 

 Based not on differences between pixels but instead on differences 
between high-level image feature representations extracted from 
pretrained convolutional neural networks 

 Train feed forward transformation network for image recognition task 

 Train it using perceptual loss function that depend on high level features 
from a pretrained (for image classification) loss network (more robust, 
real time in test) 

     The loss network remains fixed during the training process 
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Method 

 Image transformation network 𝒇𝑾  

 Deep residual CNN parameterized by weights W 

 𝑦 = 𝑓𝑊 𝑥 , where 𝑥 is input image, 𝑦  output image 

 Loss network 𝝓 (used to define several loss function 𝑙1, … , 𝑙𝑘 

 Loss function computes a scalar value 𝑙𝑖(𝑦 , 𝑦𝑖) 

 measuring the difference between the output image 𝑦  and a target 

image 𝑦𝑖 
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Method 

 Key insight: CNN pretrained for image classification task have already 
learned to encode the perceptual and semantic information we 

would like to measure in our loss functions 

 Our deep convolutional transformation network is thus trained using 

loss functions that are also deep convolutional networks 

 The loss network 𝜙 is used to define a feature reconstruction loss 𝒍𝝓𝒇𝒆𝒂𝒕 

and a style reconstruction loss 𝒍𝝓𝒔𝒕𝒚𝒍𝒆 that measure differences in 

content and style between images 
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Method 

 

 

 

 

 

 

 

 

𝑊∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝑊𝔼𝑥,{𝑦𝑖}  𝜆𝑖𝑙𝑖(𝑓𝑊(𝑥), 𝑦𝑖)

𝑖
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Image transformation network 

 pooling layers / strided and fractionally strided convolutions 

 five residual blocks using ResNet architecture  

 Use of batch normalization 

 ReLU nonlinearities (except output layer, which use scaled tanh) 

 3x3 and 9x9 kernels 

 Input and Output is RGB images 3x256x256 

 Downsampling and Upsampling: 

 Two stride-2 convolutions to downsample 

 Five residual block 

 Two stride-
1

2
 convolutions to upsample 

 Benefits: computational, receptive field size 
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Perceptual Loss Functions 

 Two perceptual loss functions that measure high-level perceptual 

and semantic differences between images 

 Make use of a loss network 𝜙 

 16-layer VGG network pretrained on ImageNet, Karpathy 

 These perceptual loss functions are themselves deep CNNs 
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Feature Reconstruction Loss 

 Gatys:  

 encouraging the pixels of the output image 𝑦 = 𝑓𝑊 𝑥  to exactly match 

the pixels of the target image y 

 Johnson:  

 encourage them to have similar feature representations as computed by the loss 

network 𝜙 

 𝜙𝑗(𝑥) the activations of the 𝑗-th layer of the network 𝜙 when 

processing the image 𝑥  

 If 𝑗 is a convolutional layer, then 𝜙𝑗 𝑥  will be feature map of shape 

 𝐶𝑗 × 𝐻𝑗 × 𝑊𝑗 
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Feature Reconstruction Loss – part II 

 It’s (squared, normalized) Euclidean distance between feature 

representations: 

𝑙𝜙,𝑗
𝑓𝑒𝑎𝑡 𝑦 , 𝑦 =

1

𝐶𝑗𝐻𝑗𝑊𝑗
𝜙𝑗 𝑦 − 𝜙𝑗(𝑦) 2

2
 

 Minimizing the feature reconstruction loss for early layers tends to 

produce images that are visually indistinguishable from y 

 Reconstruct from higher layers, image content and overall spatial 

structure are preserved but color, texture, and exact shape are not 
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Feature Reconstruction Loss – part III 

 

 

 

 

 

 

 Reconstruct from higher layers: 

 image content and overall spatial structure are preserved 

 color, texture, and exact shape are not 
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Style Reconstruction Loss 

 Penalizes the output image 𝑦  when it deviates in content from the 

target 𝑦 (till now) 

 Wish to penalize differences in style: colors, textures, common 

patterns, etc. 

 Again, 𝜙𝑗(𝑥) the activations of the 𝑗-th layer of the network 𝜙 

 Define the Gram matrix 𝐺𝑗
𝜙 to be 𝐶𝑗 × 𝐶𝑗 matrix: 

𝐺𝑗
𝜙(𝑥)𝑐,𝑐′ =

1

𝐶𝑗𝐻𝑗𝑊𝑗
  𝜙𝑗(𝑥)ℎ,𝑤,𝑐𝜙𝑗(𝑥)ℎ,𝑤,𝑐′

𝑊𝑗

𝑤=1

𝐻𝑗

ℎ=1
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Style Reconstruction Loss – part II 

 Interpret 𝜙𝑗(𝑥) as giving 𝐶𝑗 dimensional features for each point on 

𝐻𝑗 × 𝑊𝑗 grid  

  𝐺𝑗
𝜙(𝑥) is proportional to the uncentered covariance of the 𝐶𝑗 

dimensional features (treating each grid location as an 

independent sample) 

 It thus captures information about which features tend to activate 
together 

 The Gram matrix can be computed efficiently 
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Style Reconstruction Loss – part III 

 The squared Frobenius norm of the difference between the Gram 

matrices of the output and target images: 

𝑙𝜙,𝑗
𝑠𝑡𝑦𝑙𝑒 𝑦 , 𝑦 = 𝐺𝑗

𝜙 𝑦 − 𝐺𝑗
𝜙 (𝑦)

𝐹

2
 

 Well-defined even when 𝑦  and 𝑦 have different sizes 

 Generating an image 𝑦  that minimizes the style reconstruction loss 

 preserves stylistic features from the target image 

 does not preserve its spatial structure 

 Reconstructing from higher layers transfers larger-scale structure 

from the target image 
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Style Reconstruction Loss – part IIII 

 To perform style reconstruction from a set of layers 𝐽 rather than a 

single layer 𝑗 we define 𝑙𝜙,𝑗
𝑠𝑡𝑦𝑙𝑒 𝑦 , 𝑦  to be the sum of losses for each 

layer 𝑗 ∈ 𝐽 
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Additional Simple Loss Functions 

 In addition to the perceptual losses defined above, we also define 

two simple loss functions that depend only on low-level pixel 

information: 

 Pixel loss: 

 The (normalized) Euclidean distance between the output image 𝑦  and 

the target 𝑦 

 𝑙𝑝𝑖𝑥𝑒𝑙 𝑦 , 𝑦 = 𝑦 − 𝑦 2
2
/𝐶𝐻𝑊 (both images have shape 𝐶 × 𝐻 × 𝑊) 

 Total Variation Regularization: 

 Used to encourage spatial smoothness in the output image 𝑦   

 make use of total variation regularizer 𝑙𝑇𝑉(𝑦 ) 
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Experiments 

 Train style transfer network on MS-COCO dataset 

 80k train images, 256x256 

 Batch size 4, 40k iterations 

 Adam, lr=1x10−3 

 Do not use weight decay or dropout 

 Compute feature reconstruction loss at layer relu3_3 

 Compute style reconstruction loss at layers relu1_2, relu2_2, relu3_3, relu4_3  

 Torch, cuDNN 

 4 hours training on a single GTX Titan X GPU 
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Results: 
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But first, let me take a selfie! 
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Johnson code 
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Further work (some ideas) 

 Use on all paintings of one author (period of painting) 

 Image belonging to Art Movements 

 Mobile App (Already Done): 
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Questions? 
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Thank You 


