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INtro

» Fine artf, painting

» Human skill to create unique visual experiences through composing
a complex interplay between the and of an image
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INspiration

» Algorithm basis of this process is unknown (so far)

» Inspiration: object detection and face recognition — biologically
inspired vision models DNN

» Artificial system based on a Deep Neural Network that creates
artistic images of high perceptual quality

» System use neural representations to separate and recombine:

» Content
» Style of the image
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CNN

» Convolutional Neural Network - the class
of Deep Neural Networks that are most
powerful in image processing tasks

» Consist of layers of small computational
units (neuron)

» Process visual information hierarchically in
a feed-forward manner

» Representation of the image that makes
object information increasingly explicit
along the processing hierarchy

(Gatys, L. A., Ecker, A. S. & Bethge, M. Texture synthesis and the
confrolled generation of natural stimuli using convolutional neural block5_conv1
networks)
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CNN

» Higher layers in the network:

» capture the high-level in terms of objects and their arrangement in
the input image

» do not constrain the exact pixel values

» feature responses in higher layers = content representation

» How to catch a of an input image?
» Use a feature space originally designed to capture texture information
» This feature space is build on top of the filter responses in each layer

» Consists of the correlations between the different filter responses over the
spatial extent of the feature maps

» Including the feature correlations of multiple layers — capture inputs
texture information but not the global arrangements
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Style Heconstruchions
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CNN

» Reconstructions from the style features produce texturised versions
of the input image that capfture its general appearance in terms of
colour and localised sfructures

» The size and complexity of local image structures from the input
Image increases along the hierarchy

» Increasing receptive field sizes and feature complexity
» We refer to this multi-scale representation as style representation
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Previous work In this ared
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Spanish pOlice arrest art dea|er suspected ( A museum in France found out that nearly half of its

collection was fake.

by Picasso and Dali

Reuters Nov. 30, 2018, 8:50 AM

MADRID (Reuters) - Spanish police have arrested an art dealer
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Art Dealer Accused Of Selllng Millions in Fakes MASLOVNA SPORT PLANETA SCENA KULTURA SRBIJA BEOGRAD  LIFESTYLE ZABAVA  TURIZAM

Jose Carlos Bergantinos Diaz is wanted in the US for fraud.

Politika DruSive Ekonomija Preduzetnik Hronika  Dosije Republika Srpska  Tehnologije

SAD: Izlozba slika cuvenog falsifikatora

Tanjug |01, april 2012, 11:58 | Komentara: 0

Na izlozbi u Sinsinatiju bice prikazano oko 40 dela koja je Mark A. Landis, uspesni falsifikator
umetnickih dela poklonio 15 muzeja, a sam autor obecao je jos 60 slika i svoju svestenicku
odecu




Key finding of this paper

» The representations of content and style in the CNN are separable
» We can manipulate both representations independently
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Methods

» Base network: VGG19 Network

» Feature space consists of 19 layers of
VGG network:

» 16 convolutional layer
» 5 pooling layer
» Don't use any of the fully connected

»
, it
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conv3_4 conv4_4 convS_4
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Methods

[

» Inputimage #is encoded in each layer of the CNN by the filter
responses to that image

» A layer with N; distinct filters has N; feature maps each of size M;
» The responsesin a layer [ can be stored in a matrix Ft € RN*M

> Fijl is the activation of the it" filter at position j in layer I

» To visualise the image information that is encoded at different layers
of the hierarchy - perform gradient descent on a white noise image
to find another image that matches the feature responses of the
original image
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Methods

» p original image (Ptappropriate feature representation in layer 1)
» % generatedimage (Flappropriate feature representation in layer 1)

» The squared-error loss between the two feature representations:

> - 1
Leontent(@, %, 1) = EZ(Fijl = Pijl)2
L,J

» The derivative of this loss with respect to the activations in layer I:
5Lcontent(ﬁr5é» l) i Fijl _PijlrFijl >0
SF;;! 0 Fiit <0

» From which the gradient with respect to the image x can be
computed using standard error back-propagation

» We can change, initially random image x until it generates the
same response in a certain layer of the CNN as the original image p
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Methods
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Methods

» Style representation:
» On top of the CNN responses in each layer of the network

» Computers the correlations between the different filter responses

» (the expectation is taken over the spatial extend of the input image)

» Feature correlations is Gram matrix Gt € RNV
l l l
Gij” = ZFik Eiy
k

Inner product between the vectorised feature map i and | in layer |

» Similar idea: use gradient descent from a white noise image to find
another image that matches the style representation of the original
image
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Methods

» Minimising the mean-squared distance between the Gram matrix
from the original image and the Gram matrix of the image to be
generated

» d the original image (A! style representation in layer [)

v

X image that is generated(G! style representation in layer 1)
» Lossis:

Lstyre(d, x) = z wiEp

l

w; weights

19/43



Methods

» The derivative of this loss with respect to the activations in layer [
5Lstyle (C_i: 55)

=
SF;;!

» Linearity of derivation

FY) (G'—AY);, F;;'t > 0
;FEZI _ N, Mlz ( ) ( AETE
e JF;t <0

» The gradients of El with respect to the activations in lower layers of
the network can be readily computed using standard error back-
propagation
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Methods
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Methods

» Mix the content of a photograph with the style of a painting

» Jointly minimise the distance of a white noise image from:

» the content representation of the photograph in one layer of the
network

» the style representation of the painting in a number of layers of the CNN
» p photograph

» a artwork
Liota1(D, 4, %) = aLcontent (0, X) + BLsty1e(d, X)
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Wassily Kandinsky, Composition VIl
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New approach

» Gatys use per-pixel loss to train CNN

» does not capture perceptual differences between output and ground-
truth images

» Johnson introduce perceptual loss function

» Based not on differences befween pixels but instead on differences
between high-level image feature representations extracted from
pretrained convolutional neural networks

» Train feed forward transformation network for image recognition task

» Train it using perceptual loss function that depend on high level features
from a pretrained (for image classification) loss network (more robust,
real time in test)

The loss network remains fixed during the training process

24/43



Method

» Image transformation network fy,
» Deep residual CNN parameterized by weights W
» V= fiw(x), where x is input image, y output image

» Loss network ¢ (used to define several loss function Ly, ..., 1,
» Loss function computes a scalar value ; (7, y;)

» measuring the difference between the output image y and a target
Image y;
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Method

» Key insight: CNN pretrained for image classification task have already
learned to encode the perceptual and semantic information we
would like to measure in our loss functions

» Our deep convolutional tfransformation network is thus trained using
loss functions that are also deep convolutional networks

» The loss network ¢ is used to define a feature reconstruction loss l‘f’feat

and a style reconstruction loss l"’sty,e that measure differences in
content and style between images

26/43



Style Target Fqb,reluij ¢, relu2_2 ff,f),r91u3-3 ﬁqb,relu'i_q?:

“style ‘style “style “style
Ysh___ M.

' B o
T T HaEEEEEEE
o

mage Transform Net ' Loss Network (VGG-16)
C

Input : [
Image '

)p,relu3_3
Content Target ‘[f:; ’

W* = argminy Ey gy, [z Aili (fw (%), yi)
i

27/43



Image transformation network

vV v v vV v VvV Vv

pooling layers / strided and fractionally strided convolutions
five residual blocks using ResNet architecture
Use of batch normalization
RelLU nonlinearities (except output layer, which use scaled ta
3x3 and 9x9 kernels
Input and Output is RGB images 3x256x256
Downsampling and Upsampling:
» Two stride-2 convolutions to downsample
» Five residual block

e s’rride—% convolutions to upsample

» Benefits: computational, receptive field size

Convolution

Batch Norm

Convolution

Batch Norm

Addition
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Perceptual Loss Functions

» Two perceptual loss functions that measure high-level perceptual
and semantic differences between images

» Make use of a loss network ¢
» 16-layer VGG network pretrained on ImageNet, Karpathy

» These perceptualloss functions are themselves deep CNNs
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http://karpathy.github.io/2014/09/02/what-i-learned-from-competing-against-a-convnet-on-imagenet/

Feature Reconstruction Loss

» Gatys:

» encouraging the pixels of the output image y = fiy,(x) to exactly match
the pixels of the target image y

» Johnson:

» encourage them to have similar feature representations as computed by the loss
network ¢

» ¢;(x) the activations of the j-th layer of the network ¢ when
processing the image x

» If jis a convolutional layer, then ¢;(x) will be feature map of shape
C; X Hi X W
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Feature Reconstruction Loss — part i

» It's (squared, normalized) Euclidean distance between feature

representations:
1

Gl

l('b'jfeat(y: y) = ||¢]()7) I ¢j(y)||22

» Minimizing the feature reconstruction loss for early layers tends to
produce images that are visually indistinguishable from y

» Reconstruct from higher layers, image content and overall spatial
stfructure are preserved but color, texture, and exact shape are not
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Feature Reconstruction Loss — part |

» Reconstruct from higher layers:

» image content and overall spatial structure are preserved

» color, fexfure, and exact shape are not
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Style Reconstruction Loss

» Penalizes the output image y when it deviates in content from the
target y (till now)

» Wish to penalize differences in style: colors, textures, common
patterns, etfc.

» Again, ¢;(x) the activations of the j-th layer of the network ¢

» Define the Gram matrix G;% to be C x C; matrix:
]

qub(X)C’C' = HW, hz z G () nw,cPj (X nw,c’

1w=
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Style Reconstruction Loss — part |l

» Interpret ¢;(x) as giving ¢; dimensional features for each point on
H; x W; grid

> G;%(x) is proportional to the uncentered covariance of the ¢;

dimensional features (treating each grid location as an
independent sample)

» It thus captures information about which feafures tend fo activate
together

» The Gram matrix can be computed efficiently
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Style Reconstruction Loss — part |

» The squared Frobenius norm of the difference between the Gram
matrices of the output and target images:

: of " 2
1% 31, 3) = G2 D) = 6, D).,
» Well-defined even when y and y have different sizes

» Generating an image y that minimizes the style reconstruction loss
» preserves stylistic features from the target image

» does not preserve its spatial structure

» Reconstructing from higher layers transfers larger-scale structure
from the target image
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Style Reconstruction Loss — part |l

» To perform style reconstruction from a set of layers J rather than @
single layer j we define l‘/”fstyle(y, y) 1o be the sum of losses for each

layerj €]
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Additional Simple Loss Functions

» In addition to the perceptual losses defined above, we also define
two simple loss functions that depend only on low-level pixel
information:

» Pixel loss:

» The (nhormalized) Euclidean distance between the output image y and
the target y

> Lixet (3, y) =y — yll,°/CHW (both images have shape € x H x W)
» Total Variation Regularization:

» Used to encourage spatial smoothness in the output image y

» make use of total variation regularizer Iy ()
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Experiments

Vo ouVaRV-S VeV V VvV Vv

Train style transfer network on MS-COCO dataset
80k frain images, 256x256

Batch size 4, 40k iterations

Adam, Ir=1x1073

Do not use weight decay or dropout

Compute feature reconstruction loss at layer relu3_3

What is COCO?

v
v
v
v
v
v
v
v
v

Object segmentation
Recognition in context
Superpixel stuff segmentation
330K images (>200K labeled)
1.5 million object instances
80 object categories

91 stuff categories

5 captions per image

250,000 people with keypoints

Compute style reconstruction loss at layers relul_2, relu2_2, relu3_3, relu4_3

Torch, cuDNN
4 hours training on a single GTX Titan X GPU
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Results
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File Edit Options Buffers Tools C++ Help

it config --global http.proxy http://procyuser:procypuddld? 9101 42 85086
in a terminal, run the commands WITHOUT sudo

git clone https://github.com/torch/distro.git ~/torch --recursive

cd ~/torch; bash install-deps;

sudo apt-get install cmake # install cmake

.finstall.sh

source ~f_bashrc

cd Desktop
git clone https://github.com/jcjohnson/Tast-neural-style.git ./JCJOHNSON

install torch
install nn
install image
install lua-cjson

bash models/download style transfer models.sh # Here I found an error
h fast_neural style.lua -model models/eccvl6/starry night.t7 -input_image images/content/chicago.jpg -output_image out.png

export http proxy=http:/ /147 .91.1 . 42:5680
export https proxy=https:/ /147 .91 .1 42:5680
fix image library: https://github.com/jcjohnson/neural-style/i




Further work (some Ideas

» Use on all paintings of one author (period of painting)

» Image belonging to Art Movements &he New Hork Eimes

Bloomberg Opinion
Searchjobs | @ Signin O, Search -

1 h International edition ~
Available for everyone, funded by readers G T e(l ®
Opinion Sport Lifestyle

World UK Science Cities Global development Football Tech Business Environment Obituaries

» Mobile App (Already Done):

Culture

News More -

Apps Why everyone is crazy for Prisma, the Support

app that turns photos into works of art The Guardian’s
model for open,

The hugely popular app is reinventing the way that technology lndepende nt

can transform images by recreating a photo from scratch, rather 3 3

than overlaying a filter jﬂurnalls Ll
. We’re available for everyone,

supported by our readers

Sam Levin in San Francisco
Support The Guardian >
v 1252 280 o \ \: most viewed
must offer 'somethi

o getlong Brexit extension
from EU - Politics live

Mueller suspected Cohen may
#  have beensecretly acting as
foreign agent in 2017

May to ask EU for Brexit
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