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Meta Learning

• Learning quickly:
• Recognizing objects from only a few examples
• New skills after just minutes of experience

• Integrate prior experience with a small amount of new information

• Learning to learn

•Applications:
• Supervised Regression and Classification
• Reinforcement Learning
• Unsupervised Learning



How to learn quickly?

• Transfer Learning: train on one task, transfer to a new task:
• Just try it and hope for the best
• Diversity: the more varies the training, the more likely transfer is to succeed 
• Fine tune on a new task
• New architectures suitable for transfer: Progressive Networks

• Multi-task transfer: train on a many tasks, transfer to a new task
• Requires variety!

• Meta-Learning: learn how to learn many tasks:
• RNN based meta-learning
• Gradient based meta-learning



Meta-Learning Problem Set-Up

 



K-shot learning

 



Meta-Learning Training

 



Meta-Learning Training

 



Model-Agnostic Meta-Learning

 



Supervised Regression and Classification

 



MAML For Few-Shot Supervised Learning

 



Reinforcement Learning

• Each RL task T
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MAML for Reinforcement Learning

 



Results - Regression

• Sine wave with amplitude varies within [0.1, 5.0] and phase varies 
within [0, 𝜋]

• x uniformly from [-5, 5]
• Loss: mean-squared error
• Neural Network model with 2 hidden layers of size 40 with ReLU
• One update with K sample, 𝛼 = 0.01
• Baselines:

• pretraining on all of the tasks and fine-tuning with gradient descent on the 
K provided points

• true amplitude and phase



Results - Regression



Results - Classification

• Omniglot dataset: 20 instances of 1623 characters from 50 different 
alphabets. Each instance was drawn by a different person

• MiniImagenet dataset: involves 64 training classes, 12 validation 
classes, and 24 test classes

• 4 modules with a 3 × 3 convolutions and 64 filters, followed by 
batch normalization, a ReLU nonlinearity, and 2 × 2 max-pooling

• For Omniglot, strided convolutions instead of max-pooling.



Omniglot results



MiniImage results



Results - Reinforcement Learning

• Neural network policy with two hidden layers of size 100, with ReLU 
nonlinearities

• Planar cheetah and a 3D quadruped
• Baselines:

• pretraining one policy on all of the tasks and then fine-tuning
• training a policy from randomly initialized weights
• an oracle policy



Results - Reinforcement Learning

• 2D Navigation



Results - Reinforcement Learning

• Locomotion - high-dimensional locomotion tasks with the MuJoCo 
simulator
• planar cheetah
• a 3D quadruped



THANKS!


