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* Many great minds have been left out of this slide. Images have been resized
for appearance purposes and their sizes don’t correspond to any known metric
of the individual’s contribution to society.
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3. Depth map fusion
4. SLAM
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A Large Dataset to Train Convolutional Networks
for Disparity, Optical Flow, and Scene Flow Estimation
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Abstract

Recent work has shown that optical flow estimation can
be formulated as a supervised learning task and can be suc-
cessfully solved with convolutional networks. Training of
the so-called FlowNet was enabled by a large synthetically
generated dataset. The present paper extends the concept
of optical flow estimation via convolutional networks to dis-
parity and scene flow estimation. To this end, we propose
three synthetic stereo video datasets with sufficient realism,
variation, and size to successfully train large networks. Our
datasets are the first large-scale datasets to enable training
and evaluating scene flow methods. Besides the datasets,
we present a convolutional network for real-time disparity
estimation that provides state-of-the-art results. By combin-
ing a flow and disparity estimation network and training it
Jjointly, we demonstrate the first scene flow estimation with
a convolutional network.
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Figure 1. Our datasets provide over 35000 stereo frames with

dense ground truth for optical flow, disparity and disparity change,
as well as other data such as object segmentation.
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Abstract

Learning based methods have shown very promising results
for the task of dgiiiissett——————— owever,
most existing approaches treat depth prediction as a supervised
regression problem and as a result, require vast quantities
of corresponding ground truth depth data for training. Just
recording quality depth data in a range of environments is a
challenging problem. In this paper, we innovate beyond existing
approaches, replacing the use of explicit depth data during
training with easier-to-obtain binocular stereo footage.

We propose a novel training objective that enables our convo-
lutional neural network to learn to perform single image depth
estimation, despite the absence of ground truth depth data. Ex-
ploiting epipolar geometry constraints, we generate disparity
images by training our network with an image reconstruction
loss. We show that solving for image reconstruction alone re-
sults in poor quality depth images. To overcome this problem,
we propose a novel training loss that enforces consistency be-
tween the disparities produced relative to both the left and right

Figure 1. Our depth prediction results on KITTI 2015. Top to bottom:
input image, ground truth disparities, and our result. Our method is
able to estimate depth for thin structures such as street signs and poles.

have been restricted to scenes where large image collections
and their corresponding pixel depths are available.
Understanding the shape of a scene from a single image,
independent of its appearance, is a fundamental problem in
machine perception. There are many applications such as
synthenc object insertion in computer graphlcs [“)] synthetnc
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Abstract

Learning based methods have shown very promising results
for the task of depth estimation in single images. However,
most existing approaches treat depth prediction as a supervised
regression problem and as a result, require vast quantities
of corresponding ground truth depth data for training. Just
recording quality depth data in a range of environments is a
challenging problem. In this paper, we innovate beyond existing
approaches, replacing the use of explicit depth data during
training with easier-to-obtain binocular stereo footage.

We propose a novel training objective that enables our convo-
lutional neural network to learn to perform single image depth
estimation, despite the absence of ground truth depth data. Ex-
ploiting epipolar geometry constraints, we generate disparity
images by training our network with an image reconstruction
loss. We show that solving for image reconstruction alone re-
sults in poor quality depth images. To overcome this problem,
we propose a novel training loss that enforces consistency be-
tween the disparities produced relative to both the left and right

Figure 1. Our depth prediction results on KITTI 2015. Top to bottom:

input image, ground truth disparities, and our result. Our method is
able to estimate depth for thin structures such as street signs and poles.

have been restricted to scenes where large image collections
and their corresponding pixel depths are available.
Understanding the shape of a scene from a single image,
independent of its appearance, is a fundamental problem in
machine perception. There are many applications such as
synthetic object insertion in computer graphics [29], synthetic
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